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Artificial intelligence (AI) and its application to healthcare has captured the imagination of the
media, particularly since the release of Generative Pre-trained Transformer (GPT) large language
models in late 2022. In the medical literature, application of AI to medicine and clinical care has been
more tempered, balanced, and long-lived, with exponential growth in the number of PubMed results
over the past 20 years. AI has seemingly become integral to the future of healthcare, with the National
Academy of Medicine embracing AI as part of a more agile future of medicine [1], the New England
Journal of Medicine introducing a new series and journal dedicated to the topic [2], and the World
Health Organization releasing guidance on its ethical use and governance [3].

Using AI to extend the provider workforce as an adjunct to clinical care by providing reasoned,
coherent, and accurate information that supports diagnosis and treatment has been considered,
although head-to-head comparisons of responses from physician experts and from AI models have
been mixed. While GPT models can pass Medical College Admission Tests and National Medical
Licensing Examinations [4] and provide answers to medical questions that are better received,
longer, and more empathetic than those of physicians [5], results can be imperfect.

Humans, too, are imperfect. Over the last four decades, the Dartmouth Atlas Project [6] has
documented marked unwarranted variation in health services utilization and care quality. That
variation can lead to patient harm: in the United States, a substantial number of deaths attributed to
diagnostic errors each year [7].

Because providers offer different levels of care quality in industrialized countries and there is no
valid, publicly available way to reliably choose higher quality providers, it is not clear that provider-
generated medical advice would be better than GPT-generated medical advice. Indeed, GPT-
generated advice could be quite helpful to improve care quality for providers—supportively
integrating the latest findings, care recommendations, and guideline adherence suggestions
seamlessly into the clinical workflow.

The opportunity to improve care quality and access is perhaps greatest in places where access to
care is restricted, raising the possibility that GPT could not only improve care quality for those who
have access to healthcare, but also dramatically enhance access (and care quality) for the 4 billion
people in the world who have limited access to medical care.

Importantly, there may be advantages of GPT that would accrue to those who currently have limited
access to medical care. There is an estimated 17 years gap between scientific evidence and widespread
application of evidence-based medicine to patient care, with the unwinding of harmful or non-beneficial
care taking even longer [8]. Using GPT to integrate recent findings into care pathways could dramatically
shorten that gap—allowing for almost real-time application of new evidence into clinical practice.

Those living in low- andmiddle-income countries (LMICs) might be the greatest beneficiaries of such
use. While AI will only be effective if algorithms are safe, reliable, and representative of the populations
being served, in LMICs, AI that is responsibly and ethically developed could be helpful in improving
public health, in part because those living in LMICs often have broadband access and access to cell
phones. Such connections would facilitate the use of GPT for populations to ask questions relevant to
their health concerns. As an adjunct to publicly-funded community health workers—who might provide
a boon to local economic conditions while upskilling the workforce—GPT could become integral to

Edited by:
Andrea Madarasova Geckova,

University of Pavol Jozef Šafárik,
Slovakia

*Correspondence:
William B. Weeks

william.weeks@microsoft.com

Received: 15 October 2023
Accepted: 24 October 2023

Published: 02 November 2023

Citation:
Weeks WB, Taliesin B and Lavista JM
(2023) Using Artificial Intelligence to

Advance Public Health.
Int J Public Health 68:1606716.
doi: 10.3389/ijph.2023.1606716

Int J Public Health | Owned by SSPH+ | Published by Frontiers November 2023 | Volume 68 | Article 16067161

International Journal of Public Health
COMMENTARY

published: 02 November 2023
doi: 10.3389/ijph.2023.1606716

http://crossmark.crossref.org/dialog/?doi=10.3389/ijph.2023.1606716&domain=pdf&date_stamp=2023-11-02
http://creativecommons.org/licenses/by/4.0/
mailto:william.weeks@microsoft.com
https://doi.org/10.3389/ijph.2023.1606716
https://doi.org/10.3389/ijph.2023.1606716


improving the effectiveness of LMIC healthcare systems: AI
algorithms designed to improve diagnostic probability and
accuracy might be used by such workers when specialist care is
not immediately available. GPT and AI models could improve the
efficiency of the healthcare workforce by directing only those who
are likely to need specialized care to scarce and often distant care
providers.

For example, approximately 450 million people have treatable
diabetic retinopathy; however, there are only about
200,000 ophthalmologists, worldwide. There are not enough
ophthalmologists available to diagnose the 450 million, much less
treat them. However, use of AI-enhanced community-health-worker
captured fundoscopic videos can first parse the video to identify high
quality fundoscopic images (including providing immediate feedback
onwhether the captured images are of sufficient quality, or if the video
needs to be recaptured), apply algorithms to provide risk estimates for
diabetic retinopathy, and provide differential diagnoses including
publication-informed next best steps. Only those with high risk for
diabetic retinopathy would be referred to the specialist who—if not
also responsible for the screening—can dedicate more time to
treatment. The same model has been used for retinopathy of
prematurity in Mexico, chronic otitis media in aboriginal children
in Australia, and leprosy diagnosis in Brazil. This process—which
could be widely used in LMICs—leverages available and relatively
low-cost community health workers to capture images on phone that
can be used to better use scarce, expensive resources, at scale.

Together, Microsoft and PATH are developing and applying
AI models in LMICs across the care delivery spectrum. For
instance, to address interpretation and data entry problems
when using Rapid Diagnostic Tests (RDTs), we are developing
a universal RDT reader that can use photographs of RDTs to
interpret them, thereby reducing clerical errors, improving
diagnostic accuracy, and helping governments more rapidly
and accurately identify epidemic outbreaks. We have worked
together to model the efficacy of meningitis vaccines, thereby
helping governments more effectively and efficiently vaccinate
their populations. We are working to improve logistics of supply
distribution in remote areas of Africa.

But beyond improving patient care delivery, groups at Microsoft
are addressing some of the social determinants of health that have

global impact on health, such as sustainability, human rights,
accessibility, and disinformation. While AI can improve the
quality and efficiency of direct patient care, it can also be used to
address the drivers of global health inequities.

Overall, we see great promise in the ethical application of
responsible AI for the purposes of improving population health.
Especially when applied to health and wellbeing, we need to
ensure patient safety, co-design by and inclusiveness of those in
LMICs, development of algorithms and outputs that are
transparent, explainable, and built for equitable access with
overall sustainability in mind. But the ethical use of AI in
LMICs may allow those countries to leapfrog the often
inefficient and sometimes antiquated or dangerous healthcare
practices that have developed in high-income countries.

To be sure, AI and GPT models will continue to improve.
However, early application might support efficient and effective
medical decisionmaking by local healthcare workers and national
public health systems for populations in which the alternative is
virtually no care, at all. Globally, we are suffering from a shortage
of trained healthcare workers: building medical schools and
training medical students and residents is a decades-long
undertaking. As a more robust medical workforce is being
developed, AI can accelerate health equity by becoming
integral to public healthcare systems in both high- and low-
income countries: they can dramatically improve care access,
diagnostic accuracy, resource allocation efficiency, and workforce
productivity.
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